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ABSTRACT

The advancement in the internet technology fosters the application of video streaming which is gaining more awareness amidst the populace. The application of video streaming includes internet broadcasting, video conferencing and video lecture among others. In video transmission, either through wired or wireless, a lot of images are needed to create an illusion of continuity. Therefore, there is need for effective utilization of storage space and allocated bandwidth. In lieu of this, digital video standards and methods have been proffered by researchers and manufacturers in order to ensure compatibility among video codec from different manufacturers and to simplify the development of newer applications. This paper presents a comparative study of the emerging and current video compression standards with a demonstration of some of the compression algorithms that are being employed in digital video compression.

INTRODUCTION

Advancement in technology has led to the progress made in digital video communication. Nowadays, digital video is the main stream in several applications such as DVD, HDTV, video telephony and teleconferencing (Apostolopoulos et al., 2002; Zou et al., 2015; Mahini et al., 2017). These applications of digital videos were realized due to the technological advancement in the field of computing, communication and video compression algorithms (Wang et al., 2013; Kumar & Kumar, 2016). The adoption and deployment of these technologies were feasible due to the economies of scale brought about by competition and standardization (Ponlatha & Sabeenian, 2013; Adedokun et al., 2019; Momoh et al., 2019). Majority of the standards employed in video compression are based on the concept of redundancy reduction in digital video (Mittal & Vetter, 2016; Momoh et al., 2019). Digital video consists of multiple images called frames displayed overtime. Frames in a digital video are 2D representation of the 3D real world. These frames are 2D array of pixels where each pixel value denotes the color and intensity of a specific spatial location at a specific time. The pixel values are representation of RGB component. The RGB color space is often used in capture and display digital video. A lot of images are required to create an illusion of continuity during the display of digital video through a medium (Liu et al., 2008; Taksande et al., 2015; Kumar & Kumar, 2016), for instance,
considering a video sequence at a standard definition television with a resolution of 720 X 480 at a frame rate of 27 FPS and for RGB which consist of 3 bytes per pixel. The memory required to store the video for a second will be 720 X 480 X 27 X 3 = 28MB while it requires 112GB for one hour. In other to deliver this over a network, (wired or wireless) the bandwidth requirement is 28 X 8 = 224 BMPS. Besides the large memory and bandwidth requirement, using uncompressed video will lead to an increase in the cost of hardware and systems that process digital video (Liu et al., 2008; Zhang et al., 2015). Compressed files are easier to transfer because there is a sizable amount of reduction in the size of data to be transferred. This results in reduction in the time and bandwidth utilization needed for the file transfer and thus providing good video quality even over a slow network.

VIDEO FRAMES

Video frames or frames are individual pictures in a sequence of images. These frames are what make up a video. A second video may contain about thirty frames. In video processing techniques, videos are being compressed using different algorithms. These algorithms are referred to as frame type or picture type. Each algorithm has its advantages and disadvantages. These algorithms are Intra-coded frame (I-frame), predicted frame (P-frame) and bi-directional predicted frame (B-frame) (Kumar & Kumar, 2016).

i. I-frames: These types of video frames are used as reference for other types of frames. They are complete picture (MPEG, PNG etc). The I-frames are known as the key frames. It does not require any other frame to decode; however, they are least compressible when compared to other types of frames (Kumar & Kumar, 2016; Zhang et al., 2015).

ii. P-frames: These frames are predicted from an earlier frame (I-Frame or P-Frame). A video frame cannot begin with a P-frame as its first frame, that is, a P-frame needs a referencing frame for its reconstruction. The P-frames are also known as the predicted or delta frame. The P frame only holds the part that changed from the previous frame. For example, in two successive frames, only the part that changes in the first frame need to be encoded. It needs not to encode the unchanging part, thereby, it is more compressible than the I-frames as much storage space is being saved (Kumar & Kumar, 2016; Zhang et al., 2015).

iii. B-frames: These frames are commonly known as the bi-directional predicted frames. It uses the previous and forward frame in order to decode. It is highly compressible when compared with I-frame and P-frame as it saves more space (Kumar & Kumar, 2016; Zhang et al., 2015).

COMPRESSION

Compression is an important aspect of computer and communication which is employed in transferring data from the source to destinations. Compression in computer terms simply means reducing the physical size of data so that it occupies less storage space. In the internet, transferring of data is time dependent, so the use of compression is necessary in order to reduce the amount of data that needs to be transferred (Ponlatha & Sabeenian, 2013). Compressed files are therefore, easier to transfer due to significant reduction in the size of data to be transferred. It also leads to reduction in time needed and decrease in the bandwidth utilization in transferring data, thus providing good video quality even over a slow network (Adedokun et al., 2019; Momoh et al., 2019).
VIDEO COMPRESSION

Video compression is the process of reducing the frame size so as to save cost of transmission, increase transfer speed and data compatibility with the internet. Video compression can be achieved by exploiting the similarities in intra frame or inter frame (Gangurde & Nikam, 2017; Mittal & Vetter, 2016). In a single frame, there is spatial redundancy (Kumar & Kumar, 2016) which exists due to high correlation that within a frame as the amplitude of nearby pixels are often correlated. More so, successive frames exhibit temporal redundancy (Kumar & Kumar, 2016) since they typically contain the same object. The ultimate goal of video compression is to reduce redundancy.

VIDEO COMPRESSION STANDARD

Video compression standards provide several benefits. It ensures interoperability and communication between encoders and decoders from different manufacturers. For these, it reduces the risk for both manufacturers and consumers which leads to quicker acceptance and widespread use. In addition, these standards are designed for a large variety of application and the resulting economics of scale lead to reduced cost and further widespread use.

There are two families of video compression standards. They are, the International Telecommunication Union-Telecommunication (ITU-T) and the international organization for standardization (ISO) (Taksande et al., 2015).

International Telecommunication Union-Telecommunication (ITU-T)

The first video compression standard to gain popularity under the ITU-T was the ITU-H.261. It was designed for video conferencing over the integrated service network (Taksande et al., 2015). In 1990, it was adopted as standard. It was designed to operate at p=1,2,3,…..30 multiples of the baseline ISDN data rate. The ITU-T initiated a standardization effort in 1993, with the goal of video telephony over the public switch telephone network (PSTN) where the overall data rate was about 33.6kb/s. The H.263 was the video compression standard portion of the standard and it was firstly adopted in 1996. An enhanced H.263 was developed in 1997, which is known as H.263 version 2. Now, a new algorithm, formerly referred to as H.26L is currently being finalized as H.264/AVC (Taksande et al., 2015).

International Organization for Standardization (ISO)

The ISO established the Moving Picture Expert Group (MPEG) in 1998. The standard was developed with the aim of compressing moving pictures (video) and audio on digital storage media (CD-ROM). In 1991, they finalized the MPEG-1 and it achieve approximately VHS quality video and audio at about 1.5Mb/s (Taksande et al., 2015). The second phase known as MPEG-2 which is an extension of MPEG-1 was developed for digital television and for higher bit rates (Apostolopoulos et al., 2002; Gangurde & Nikam, 2017). MPEG-3 was envisioned for higher bit rate application such as HDTV but was wrapped into MPEG-2 because it can also recognize such application that is why MPEG-3 never gains popularity. In order to attain more functionality such as higher compression efficiency, error resilience features, natural and synthetic content, content based interactivity etc. The joint Video Team from both ITU and ISO MPEG finalized on H.26L standard. It was adopted by the two teams and they called it H.264 and MPEG-4 part 10, Advanced Video Coding (AVC) (Taksande et al., 2015). The emerging and current
The emerging and current video compression standards are shown in Table 1. Currently, MPEG-4 and H.263 V2 are now used for video streaming and video communication and the emerging H.264/MPEG-4 part 10 AVC will probably gain more popularity. There is also an incoming format known as H.265 which is still at an infant stage that aims to achieve high compression efficiency and lower the computational overhead in the process of video compression.

**COMPRESSION ALGORITHM**

The aim of compression algorithm is to reduce the number of parameters that is used to represent a signal, so as to lower the transmission cost, achieve a high compression efficiency, compatibility with the internet while delivering reasonable quality picture to the user (Liu et al., 2008; Kumar & Kumar, 2016). Some of the compression algorithms that have been employed towards reducing the redundancies in digital videos are as follows:
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(a) Smooth image  (b) coarse image

**Fig 1: Video frame of a smooth and coarse image**
Spatial Redundancy: This is the type of redundancy that exists within a frame. Usually, in a frame, there exist similarities among the pixels. Exploiting the spatial redundancy will definitely lessen the amount of data that is to be encoded and transmitted as few bits can be used to represent the correlation during encoding. However, in a coarse image or busy scene video where there are fewer or no correlation among adjacency pixels, spatial redundancy is ineffective (Ponlatha & Sabeenian, 2013; Kumar & Kumar, 2016). Fig 1 depicts a video frame of a smooth and a coarse image while its corresponding pixel value are given in Table 2 and 3 respectively. From Fig 1, it is observed that the smooth image has more correlation of pixel values than the coarse image as it is evident in

### Table 1: Pixels value of the smooth image

<table>
<thead>
<tr>
<th>246</th>
<th>246</th>
<th>246</th>
<th>245</th>
<th>240</th>
<th>243</th>
<th>241</th>
<th>243</th>
<th>248</th>
<th>247</th>
</tr>
</thead>
<tbody>
<tr>
<td>246</td>
<td>246</td>
<td>245</td>
<td>199</td>
<td>200</td>
<td>199</td>
<td>196</td>
<td>247</td>
<td>247</td>
<td>247</td>
</tr>
<tr>
<td>242</td>
<td>242</td>
<td>245</td>
<td>202</td>
<td>204</td>
<td>203</td>
<td>203</td>
<td>247</td>
<td>247</td>
<td>245</td>
</tr>
<tr>
<td>241</td>
<td>241</td>
<td>241</td>
<td>186</td>
<td>181</td>
<td>192</td>
<td>206</td>
<td>241</td>
<td>241</td>
<td>245</td>
</tr>
<tr>
<td>242</td>
<td>242</td>
<td>243</td>
<td>167</td>
<td>187</td>
<td>174</td>
<td>206</td>
<td>242</td>
<td>242</td>
<td>243</td>
</tr>
<tr>
<td>239</td>
<td>244</td>
<td>244</td>
<td>202</td>
<td>198</td>
<td>204</td>
<td>206</td>
<td>205</td>
<td>238</td>
<td>238</td>
</tr>
<tr>
<td>239</td>
<td>239</td>
<td>239</td>
<td>201</td>
<td>200</td>
<td>204</td>
<td>204</td>
<td>204</td>
<td>238</td>
<td>238</td>
</tr>
<tr>
<td>240</td>
<td>240</td>
<td>237</td>
<td>203</td>
<td>204</td>
<td>204</td>
<td>204</td>
<td>238</td>
<td>238</td>
<td>238</td>
</tr>
</tbody>
</table>

### Table 2: Pixels value of the coarse image

<table>
<thead>
<tr>
<th>191</th>
<th>202</th>
<th>161</th>
<th>182</th>
<th>120</th>
<th>123</th>
<th>221</th>
<th>107</th>
<th>120</th>
<th>120</th>
</tr>
</thead>
<tbody>
<tr>
<td>187</td>
<td>145</td>
<td>164</td>
<td>121</td>
<td>128</td>
<td>109</td>
<td>213</td>
<td>146</td>
<td>150</td>
<td>127</td>
</tr>
<tr>
<td>171</td>
<td>182</td>
<td>196</td>
<td>122</td>
<td>122</td>
<td>125</td>
<td>100</td>
<td>162</td>
<td>148</td>
<td>151</td>
</tr>
<tr>
<td>108</td>
<td>177</td>
<td>146</td>
<td>190</td>
<td>121</td>
<td>130</td>
<td>121</td>
<td>201</td>
<td>103</td>
<td>102</td>
</tr>
<tr>
<td>111</td>
<td>172</td>
<td>149</td>
<td>150</td>
<td>161</td>
<td>162</td>
<td>196</td>
<td>203</td>
<td>199</td>
<td>212</td>
</tr>
<tr>
<td>132</td>
<td>156</td>
<td>190</td>
<td>102</td>
<td>228</td>
<td>249</td>
<td>267</td>
<td>221</td>
<td>104</td>
<td>201</td>
</tr>
<tr>
<td>239</td>
<td>239</td>
<td>239</td>
<td>202</td>
<td>112</td>
<td>145</td>
<td>111</td>
<td>204</td>
<td>104</td>
<td>219</td>
</tr>
<tr>
<td>240</td>
<td>240</td>
<td>237</td>
<td>208</td>
<td>182</td>
<td>204</td>
<td>113</td>
<td>121</td>
<td>191</td>
<td>162</td>
</tr>
</tbody>
</table>
Table 1 and 2. The spatial redundancy techniques perform better when there are more correlations in adjacency pixels as compared to when there are fewer or no correlations in adjacency pixels.

Temporal Redundancy: This type of redundancy exists in corresponding pixels within successive frames. Higher compression is being achieved by exploiting these similarities. However, in a high motion videos or many scene changes videos, temporal redundancy may be ineffective because of the lesser pixels correlation in the successive frames (Ponlatha & Sabeenian, 2013; Kumar & Kumar, 2016). Temporal redundancy algorithm works by setting the first frame as a reference for the next, thereby instead of transmitting the entire frame during streaming, only the pixel values that changes with respect to the previous frame are sent along with its indexing information for the reconstruction of the next frame. In temporal redundancy techniques, the corresponding changes in pixel values are usually stored in a buffer (difference buffer) while the indexing information are stored in the indexing buffer. However, this algorithm (temporal redundancy) does not consider any further redundancy in the difference buffer, though the redundancy in difference buffer are often negligible; also, the algorithm is not effective in a high motion videos. Fig 2 depicts the successive frames in a low motion video.

This algorithm ensures no redundancy even at the difference buffer. However, there is an increase in time to build up frames due to increase in the indexing information that is required for the successful reconstruction of the frames.

Spatio-temporal Redundancy: Spatio-temporal is a hybrid of both the spatial and temporal redundancy techniques which was proposed by (Adedokun et al., 2019; Momoh 2019). This algorithm exploit both the spatial and temporal redundancy that occur in videos (low-motion videos) accounting for optimal bandwidth utilization which in turns reduces the amount of data/information that is to be encoded and transmitted. Perceptual Redundancy: There are details in the picture that the human eyes cannot perceive. Such details can be discarded without affecting the quality of
the picture. The spatial and temporal details in a video sequence that are perceived by human depend on the visual system (Zhang et al., 2015; Momoh et al., 2019). The human visual perception does not truly represent the RGB color space. Thus, the YCbCr representation allows exploiting the characteristics of the visual perception better (Lee & kalva 2011).

**Statistical Redundancy:** In video compression, the binary codes make uses of the motion vector, transform coefficient and other data in compression (Lee & kalva 2011; Parodkar & Bade, 2015; Momoh et al., 2019). The fixed length code (e.g 16 bits words) is widely used in coding due to its simplicity (Lee & kalva). The drawback with the fixed length coding is that it is always wasteful because of lack of uniform distribution among the values. Average code length can be reduced by assigning shorter code words to values with higher probability. Variable length coding is used to exploit these statistical redundancies and increase further compression efficiency (Duanmu et al., 2017).

**CONCLUSION**

Digital video is gaining more recognition in the society which is attributed to the adoption of modern compression mechanisms for reducing storage and network bandwidth requirements. Though, none of the compression mechanisms or algorithms was able to achieve absolute compression because of the tradeoff between efficiency and complexity of the algorithm. Thus, digital video standards and applications have been proffered by researchers and manufacturers in order to ensure compatibility among video codec from different manufacturers and to simplify the development of newer applications. This paper presents a comparative study of the emerging and current video compression standards and demonstrate some of the compression algorithms that were being employed in digital video compression.
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